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3. MEASURES OF DISEASE FREQUENCY

The clearest of many definitions of epidemiclogy that has been proposed
has been auributed to Gaylord Anderson [Cole, 1979]. His definition is
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(ENTACION

Epidemiology: the study of the occurrence of illness

KEN'\/ G %DWMW Other sciences are also directed toward the study of illness, but in epide-

) T S miology the focus is on the occrarence of illness. As a branch of science.

EP«\CLQ WV\/OWV WdQﬂ nae . epidemiology deals with the evaluation of scientific hypotheses. These 1iy-

3 potheses are often posed as qualitative propositions. The “null” form of

such propositions is highly refutable and, as discussed in the previous

chapter, derives its empirical content from this characteristic. Unlike the

framing of hypotheses, scientific research, which comprises the activity of

aempted refutation of hypotheses, is predicated on measurement. Qual-

itatively stated hvpotheses about evolution, the formation of the earth, the

effect of gravity on light waves, or the method by which birds find their

way during migration are all tested by measuremenis of the phenomena

that relate to the hypotheses. The physicist Kelvin aptly stated the impor-
rance of measurement in science [cited in Beiser, 1960}
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I often sav that when vou can measure what vou are speaking about, and express
it in numbers, you know something about it; but when vou cannot express it in
numbers, vour knowledge is of a meagre and unsatisfactory kind; it may be the
beginning of knowledge, but you hav

e scarcely, in your thoughts, advanced to the
stage of Science, whatever the mater may be.

i

From Hippocrates o sydeniiun, pirysichins have considered the causes of
disease, but it was only when measurement of the occurrence of discase
replaced reflection about causation that scientific knowledge about caus-
' ation made impressive strides. The fundamental task in epidemiologic re-
search is thus to quantify the occurrence of illness. The goal is to evaluate
hypotheses about the causation of illness and its sequelae and to relate
disease occurrence to characteristics of people and their environment.
There are three basic measures of disease frequency. Incidence rate is
a measure of the instantaneous force of disease occurrence. Cumulative
incidence measures the proportion of people who convert, during a spec-
ified period of time, {rom nondiseased to diseased. Prevalence measures

the proportion of people who have disease at a specific instant. These

measures and their interrelation will be described in detail.

PUUEPT

INCIDENCE |

‘ In attempting to measure the frequency of disease occurrence in a popu-
. lation, it is insufficient mercly to record the number of people or the pro-
portion of the population that is affected. It is also necessary to take into
account the time elapsed before disease occurs. To understand this, con-
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Fig. 3-1. Two differerut patierns of disease occunrence.

sider the frequency of a disease that ultimately affects all people, namely,
death. Since all people are eventually affected, the time from birth to death
becomes the determining factor in measuring the occurrence of death.
Time differentiates berween the two situations shown in Figure 3-1.

Thus, an incidence measure must ake into account the number of in-
dividuals in a population that becomes ill and the time periods experi-
enced by members of the population during which these events occur.
Incidence rate is therefore defined as the number of disease onsets in the
population divided by the sum of the time periods of observation for al
individuals in the population:

. no. disease onsets
Incidence rate = ——————————

3. time periods

where 3, indicates the sum of time periods for all individuals.

For many epidemiologic applications, the possibility of 2 person getting
2 disease more than once is ruled out by either convention or biology. If
the disease is rhinitis, we may simply wish 10 measure the incidence of
“first” occurrence, even though disease can occur repeatedly; for cancer,
heart disease, and many other illnesses, first occurrence is often of greater
interest for study than subsequent occurrences in the same individual. For
an outcome such as death or a disease suc’s as diabetes, which is consid-
ered not to recur but to be a permanent state once diagnosed, only first
occurrence can be studied. When the events tallied are first occurrences
of disease, then the observation period for each individual who develops
{he disease terminates with the onset of disease. o

Because incidence rate is a quotient with a frequency in the numerator
and a measure of time in the denominator, its dimensionality is time™ !,
that is, the reciprocal of time. The denominator of the rate can also be

MEASURES OF DISEASE FREQUENCY 25

1000 A

Population size

0
0 Time

Fig. 3-2. Size of a fived popudation of 1,000 people, by time.

considered a product of population size bv_the average ume period of
observation for a member of the population, although this product is, like
any product, only a shorthand description of the appropriate summation.
The denomi:aor of the incidence rate is often referred to as a measure
of “person-ime” 10 distinguish the time summation from ordinary clock
time. The person-ime measure forms the observational experience in

which disease onsets can be observed. Implicit in the measure is the con-
cept that a given amount of person-time, say 100 person-veas. can be
derived from observing a variety of populations in a variety of circumstanc-
s, That is, the abservations of 100 persons for 1 vear, 50 persons for 2
vears, 200 persons for 6 months, or one person for 100 vears are assuimed
10 e equivalent. One unit of person-time 18 assumed 10 be equivalent 10
and independent of another unit of person-time. This assumption_,_:_al_-
though generally a reasonable one, could be unwarranted in extreme sit-
Jatons——for example, observing Qne individual for 100 vears to obtain
100 person-years. Usually the units of person-time are restricted by age,
which eliminates extreme departures from independence of the person-
{ime umits. One could not obtain 100 Sersonvears of experience in the

age range 50 1o 54 vears with fewer than 20 individuals.

Conceptually we can imagine the person-time experience of two distinct
tvpes of populations, the fixed popilation and the dynamic Qogulatioq. A
fixed population adds no new mexlugel“s, whereas a dynamic populauop
does. Suppose we are measuring ihe mortality rate, defined as the inci-
dence rate of death. in a fixed population of 1,000 people. After a period
of sufficient time, the original 1,000 will have dwindled to zero. A graph
of the size of the population with time might look like that in Figure 3-2.

The curve slopes downward because the 1,000 individuals eventually all
die. The population is fixed in the sense_that we consider the fate of only

the 1,000 individuals initially identified. The person-time experience of

these 1,000 individuals is represented by the area under the downward-




sloping curve in the diagram. As each individual dies, the curve notches
downward; that individual no longer contributes to the person-iime ob-
servation pool of the fixed population. Each individual’s contribution is
exactly equal to the length of time that individual is followed from start t0
finish; in this example, since the entire population is followed until death,
the finish i¢ the individual’s death. In other instances, the contribution 10
the person-time experience would continue until the onset of disease or
some arbitrary cutoff time for observation, whichever came sooner.
Suppose we added up the total person-time experience of this fixed
population of 1,000 and obtained a total of 73,000 person-years. The mor-
tality rate would be (1,000/75,000)vear ~! since the 75,000 person-years
represent the experience of all 1,000 people until their deaths. A fixed
population facing a constant death rate would decline exponentially in
size, but in practice - exponential decay” virtually never occurs. Because a
fixed population ages steadily during the observation period, the death or
disease rate in a fixed population generally changes with time because of
the change in age. Life-1able methodology is 2 procedure by which the
mortalty (or morbidity) of a fixed population is evaluated within succes:

sive small time intervals so that the time dependence of mortality can be
elucidated. ‘ ‘

A dvpamic population differs from a fixed population in that we do not
restrict the observations to any fixed group. Instead, we extend the obser-
Tations to those entering the population as observation time proceeds.
People enter a population in various ways. Some are born into it; others
migraie into it. For a population of people of a specific age, individuals
also enter the population by aging into it. Similarly, individuals can exit
from the person-time observational experieﬁce bv dying, aging out of a

defined age group, emigrating, and becoming diseased, if 6?117 first bouts
of a disease are being studied. If the number of people entering a popu-
lation is exactly balanced by the number exiting the population in any
period of time, the population is said to be in a steady state. Steady state
is a propertv that applies only to dvnamic populations, not to fixed popu-

lations. A

The graph of the size of 2 dynamic population in steady state is simply
a horizontal line. People are continually entering and Jeaving the person-
time experience in a way t}mt might be diagramimed as shown 1n Figure

"33

In the diagram, the symbol > represents an individual entering the per-
son-time experience, a line segment represents that individual’s contri-
bution to the person-time experience, the termination of a line segment
indicates removal from the person-time experience, and X indicates re-
moval from the person-time experience because of disease onset. In the-
ory, if the incidence rate is constant during time, any portion of the pop-
ulation-time experience of a dynamic population in a steady state will

Ay, N
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Fig 3-3.Sizecf a dynamic population, by time, with an indicarion of population
turnover.

provide a good estimate of disease incider ~e. The value of incidence will
be the ratio of the number of cases of disease onset, indicated bv X, 10 the
wo-dimensional (population X Time) area. Because this ratio is equiva-
Tent o the density of disease onsets in The observational area, the inci-
dence rate has also been referred to as fncidence density | [Miettinen, 1976}
Another synonym for the measure is force of morbidity (or force of mor-
tality in reference 1o deaths).

The numerical range for incidence rate is zero 1o infinity, corresponding
to, the range of densities of points in ~o.dimensional space. How can
disease incidence be infinite? Infinity is The theoretical upper limit for a
disease that is universal and strikes quickly. If a population in a space col-
onv were suddenly all exposed without protective gear 10 the environment
of :\‘pace, the incidence rate of death would be extremely high, though not
quite at_infinity, because death would not be instantaneous. The limiting
value of infinity is approached only at the instant of some sudden holo-
caust. To some it may be surprising that an incidence rate can exceed the
value of 1.0, which would seem 0 indicate that more than 100 percent of
a population is affected. It is true that at most only 100 percent of a pop-
lation can get a disease, but the incidence rate does not measure the
proportion of a population with illness. The measure is not a proportjon—
recall that incidence rate is measured in units of the reciprocal of time.
“Amion g ; more than eaths can occur, but those 100
deaths can occur in 10,000 person-years, in 1,000 person-years, in 100 per-
son-years, or even in 1 person-year (if the 100 deaths occur after an aver-
age of 3.65 days each). An incidence rate of 100 cases (or deaths) per 1
person-vear might be expressed as

cases
A |
person-vear




It might also be expressed as

cases
10,000 ———— or
person-century
cases
person-month
cases

— or
person-week

0.2 cases

person-day

The numerical value of an incidence rate in itself has no interpretability
because it depends on the arbitrary selection of the time unit. It is essential
in presenting incidence rates to give the appropriate time units, either as
the examples given above or as in 8.33 month ™! or 1.92 week™". In epi-
demiologic writing, the units are often given only implicilly rather than

explicitly, as in “an annual incidence of 50 per 100,000.” The latter quantity
is equivalent to

50 cases
100.000 person-veurs

Py

or 5 x 107*vear™’

It is preferable, however, not to use an expression such as "annual inci-
dence of”; this description is analogous to describing a velocity of 60
miles/hr as “an hourly velocity of 60 miles.” Aside from being clumsy, it
makes an inappropriate implicaion about time, as if the measure applied
10 the entire stated interval of time when in fact it does not. A velocity of
60 miles/hr does not apply to an hour of{me; one need not travel at the
velocity for an hour nor spend an hour to measure it. The velocity of 60
miles/hr is an instantaneous concept: One can readily conceive of iraveling
at that velocity at a specific nstant in time. Whether the velocity is ex-
pressed as 60 miles/hr or 83 feevsec or 0.57 astronomical units/century
makes no difference; the same speed is indicated, and the units of time
used to express it have no bearing on the instantaneous nawre of the
measure. The same principle applies to incidence raie [Elandt-Johnson,
1975). Like velocity, it is alwavs an _instantaneous concept, even with units,
of person-years or person-centuries. Thus, theré is nothing annual about

an —annual incidence,” and it would be preferable not to use such termi-
nology. ’

The dimensionality of incidenice rate, that is, the reciprocal of time,
makes it an awkward measure to absorb intuitively. The measure does,
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however, have an interpretation. Referring back 10 F\igure 3.2, one can see
that the area under the curve is equal 10 N(T), where N is the number of
people in the fixed population and T is the average time until death. This
is equivalent to saying that the area under the curve is equal 10 th.e area qf
a rectangle with height N and width T. Since T is the average ume gnnl
death for N people, the total person-time experience is N(T). The time-
averaged mortality rate at com lete follow-up, then, is N[N(T)] =(:1/T; that
is, the mortality rate equals the reciprocal of the average time uniil death,

‘or, more generally, incidence rate equals the reciprocgl of the a\f_rg_g_/c_____w
Untl disease onset [Morrison, 197/9). Thus, 2 mortality rate of 0.04 yr

indicates an average time until death of 25 years. If the outcome is not
death but either disease onset or death only from a specific cause, th'e
interpretation above must be modified slightly. The time period at.issue is
then the average time until disease onset, assuming that a person is not at
fisk OF other causes of death. That is, the measure is a ime conditional on

1o other competing risks of death. This Thterpretation of incidence raies
as (he inverse of the average wailing time” will not be valid unless the
ihcidence rate can be used 1o describe 2 popWsmte or a
fixed population with compleie follow-up. For example, the mortality rate

for the United States in 1977 was 0.0083 vear !, suggesting a mean life-
span, or expectation of jife, of 114 vears. Other analyses indicate that the

actual expectation of life in 1977 was 73 vears. The discrepancy is due 10
the lack of a steady state.
.

CUMULATIVE INCIDENCE

Despite the interpretation that can be given to incidence rate, it is occa-
sionally more convenient to use a more readily interpretable measure of
diseasé occurrence. Such a measure is the cumulative incidence, which
mav be defined as the proportion of a fixed population that becomes dis-
eased in a stated period of time. If risk is defined as the probability of an
individual developing disease in a specified time interval, then culpulgLve
incidence is a measyre of average risk. Like any proportion, the value of

.—_——-—-——_—.-
Cumulative incidence ranges from zero to 1 and is dimensionless. It is

uninterpretable, however, without specification_of the time period to
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which it amglies. A cumulative incidence of death of 3 percent may be low
be s T -

if it refers to a 40-year period, whereas it would be high if it applies 10 a

40-day period.

It is) possible 1o derive estimates of cumulative incidence from incidence
rate. Consider a fixed population (Fig. 3-4).
At time t,CI, = (P, — P)/Pgin words, the cumulative incidence at time
t equals the number of people who have exited the fixed population by
time t because of disease (P, — P) divided by the initial number of peo;_:lg




Po At
™

: x
N s

P Seeeinees
.g 7N\ } AP
4
8
3
o
(o]
o

0 t

Time—>

fzg. 3,4 Size of a fived population, by time, indicating a small decrement at
el

in the population. The incidence rate at time U is the ratio of new cases t0

the person-time observation experience; thus
e e e

- dp
I = — —_ —
. o | Idt >

t

The mi igni inPi ive i
( nus sign is used because the change in P is negative in relation to

1 wuh.out the minus sign, the incidence measure would be negative.) In-
tegrating both sides,

- Ll.dt = 1n(P) — In{(Py)

Taking antilogs,

exp(— L Idy) = P/P,
and since

P, = P,

cl,
Py
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we have 2\
Cl, =1~ exp(— L 1d)

This is estimated as

il

Q=1 - exp(— 2 1Y)

where the summation of the index, i, is over categories of time covering
the interval [0}
For a constant incidence rate,

CL=1-e™

Because € = 1 + x for || less than about 0.1, a good approximation for
a small cumulative incidence (Jess than 0.1) is

a, =1, or  ChL= 1At
: R

if the rate is constant with t#ne. Thus, to estimate small risks, cne can
Simply multiply the incidence rate by the ime period. The above approx-

m————

o Offers anolher_interpretation for the incidence rate; it can be
viewed as the ratio of a short-term ek 1o the ume period for die visk as

the duratien of the time period approaches z€ro.

The cumulative incidence measure is premised on the assumption that
there are no competing risks of death. Thus, if an individual atage 40 faces
a cumulative incidence, or risk, of 35 percent in 30 years for cardiovascular

eath. this 15 interpreted as the robability of dying from cardiovascular
disease given that the individual is free from other risks of death. Because
G one is actually free from competing risks, the cumulative incidence
measure for any outcome other than eath from all causesisa hvpothetical
reasure. In principle, cumulative Thcidence for lengthy periods is unob-
serable and must be inferred because of the influence of competing risks.

A specitic npe of Comulative incidence is the case fatality rate, which is
) ceisthe ¢

. the cumulative incidence of death among those who develop an illness (it

is therefore technically not a rate but a proportion). The time period for
measuring the case fatality rate is often unstated, but it is always beuer 10
specify it. When instated, presumably there Wd
risk. For long periods of risk of death after disease onset, it is preferable
10 use the mortality rate among those with the illness rather than the case
fatality rate, so that the actual time at risk for each individual can be taken
into account. Because, in a steady state, the reciprocal of a rate is the av-
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_erage time elapsed until the event, the overall mortality rate of a disease where 1' represents the incidence rate of exiting from'the prevalence pool, .
in a population is related to the incidme that is, the number who exit divided by the person-time experience of i
among cases as follows [Morrison, 1979; ' those in the prevalence pool. Earlier we saw that the reciprocal of an in- |
Sdence Tate 1n a steady state equals he mean duration of time spent be-| 4
M, = 1_ 1 - 1 fore the incident event. Lheretore, ine reciprocal of 1" is the mean duration
T T,+T, VI+IM 3 of illness, D. Thus, 2
“‘he_rf_i\_iljg the total population mortality rate, T is the life expectancy, T, \ Inflow = IAN — P) = outflow = (1/D)AP
is the average time until disease onset, T, is the average time irom Tsease = (1D
onset 10 death, 1 is the incidence rate of disease an?] M isthe n]o;tql AN - P) = (VDA
) M, afity -
rate among cases. PAN — P) = 1D

P/(N — P) is the ratio of il to not-ill (we could call them healthy except
that. we mean they are not ill from a specific iliness, which doesn't imply

PREVALENCE I absence of all 1liness) people in the population, or equivalently, the
. Unlike incidence measures, which focus on events. prevalence focuses on ratio of prevalence 1 the complement of v Rencs @ - Be tence)
Jisease stawus, Prevalence may be defined as the propostion of a popula- ' T}E_ra-‘.io:d a_proportion 10 the quantty L minus the proporion s [
tion that is affected by disease at a given point in time. The term poiut ferred [Q a5 0dds, In this case, TAN — b) is he prevalence odds, o1 0dds
prevalence is sometimes used 10 mean the same thing, An individual that of having a disease relative 10 not having the disease. Thus, the prevalence
_cﬁ%, from an illness is thereby removed from the group that constitutes 335 equals the incidence rate Uimes the mean durztion of flpess. 1L1he.
the numerator of prevalence; consequently, mortality from an illness de- prevalence is small, say less than 0.1, then it follows that
creases prevalence, Diseases with large incidence rates mm
_alences T they are soon fatal. People may also exit from the prevalence - Prevalence = 1D
pool by recovering from disease. - —— 2
“Earlier it was stated that a population in steady state has an equal num- ' _since prevalence will approximate the prevalence 0dds {or sniai values of
ber of people entering and exiting during any unit of time. This_concept prevalence. More generally [Freeman and Hutchison, 1980},
can be extended to refer 1o a subpopulaton of il people, or a prevalerce
pool(ie, the numerator of prevalence). In a steady state, the number of h ____113
people entering the prevalence pool is Balanced by the number exiting ' Préeb\ggnce T1+1D
from it: T '
o .
, xwwwbme expression for prevalence odds..
Inflow (10 prevalence pool) = outflow (from prevalence pool) Prevalence. being a proportion, is MELCES’ with W
—— —_— 10 1.0. The above equations are in accord with these requirements, be-
People enter the prevalence pool from the nondiseased population. If the : Gause in each of them the incidence rate, with a dimensionality of the
toral number of people in a population is N and the prevalence poolis P, ~ reciprocal of time, is multiplied by the mean duration of illness, giving 2,
Then the size of the nondiseased population that ‘feeds” the prevalence N dimensionless product. Furthermore, he product has the range of z€ro 1o
pool is N — P. During any time interval, At, the number of people who pfinity, which corresponds 10 the range of prevalence odds, whereas the
enter the prevalence pool is ’ expression
AN — P) 5 1D
3 1 D

T atiin

where 1 is the incidenceé rate. During the same time interval At, th outflow
from the prevalence pool is

~

is alwavs in the range zero t0 1.0.
- Seldom is prevalence of direct interest in etiologic applications of epi-
demiologic research. Since the probability of surviving with disease affects
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prevalence, studies of prevalence, or studies based on prevalent cases,

vield associauons that retlect the determinants of survival with disease just

"S5 well as the causes of disease. Beuer survival and Therefore a higher °

prevalence might indeed be related to the action of preventives that some-
how mitigate the disease once it occurs.
Neveriheless, 1or one class of diseases, namely, congenital malforma-

tions, prevalence is the measure usually employed. The proportion of ’

babies born with some malformation is a prevalence, not an incidence
rate. The incidence of malformations refers to the occurrence of the mal-
formations among the susceptible populations of embryos. Many malfor-
mations lead to early embryonic or fetal death that is classified, if recog-
nized, as a miscarriage rather than a birth. Thus, malformed babies at birth
represent only those individuals who survived long enough with their mal-
formations 10 be recorded as a birth. This is indeed a prevalence measure,
the reference point in time being the moment of birth. Generally, it would
be more useful and desirable to study the incidence than the prevalence
of congenital malformations, but usually this is not possible. Consequently,
in this area of research, prevalent rather than incident cases are studied.
Prevalence is sometimes used to measure the occurrence of nonlethal
degenerative diseases with no clear moment of onset. In this and other
“STtuations, prevalence is measured simply for convenience, and inferences
re made about incidence by using assumptions about the duration of
TIness. Of course, in epidemiologic applications outside Ot eholosicC re-

search, such as planning for health resources and facilities, prevalence may

¢ 4 more genmane nicasure than incidence.
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4. MEASURES OF EFFECT

Epidemiologists use the term effect in TWO S€Nses. In a general sense, any

instance of disease may be the etiect of a given cause. In.a more particular
and quantitative sense, an effect is the difference in disease occurrence

between two groups of people who differ with respect 10 3 causal char-

acteristic; the characteristic is generally referred to as an exposure.

Absolute effects are differences in incidence rate, cumujatve maden_cz,
or prevalence. Relative eflects involve ratios of these measures. An girio-

. - vl P R . }e
utable proportion is the proporion oFa diseased population for which 11]
exposure Is ong of Theg component causes i the suhicient cause that
caused the disease.

ABSOLUTE EFFECT

Suppose that all sufficient causes of a particular disease were di\rideii into
wo sets, those that contain a specific cause and those that do not. We can
sﬁmmar'izemis STtuanon with the following diagram (Fig. 4-1). .

U and U’ represent difierent colmctors. }\.‘ote that dis-
ease can occur either with or Withoul £ the exposure of interest. The
absolute effect of exposure E corresponds biologically to the 'ex1stence of
sufficient causes that require E as 2 oM onent. Epidemiologxcally, tl?e' ef-
fect of E can be assessed by Theasuring the incidence rate of sufficient
causes that contain E. People who have the exposure can 116\76}11161655
develop tie disease froma mechanism that does not include t'he exposure,
<o that it does not suffice to measure The incidence rate of disease among
those_exposed. The incidence rate among the exposed reﬂegs the inci-
"dence of both sets of sulficient CAuses represented in the d.mgmm. The,
incidence rate of sufficient causes comammgw
Tacion of the incidence rac of the SURICICNT cAuses that jac E. This rgte
Tin be measured in a population That resembles the exposed population L
But Tacks the exposure. 1hus, if T 75 the incidence rae of disease in AT
"exposed population and Iy is the rate in a comparable u?uexposeq poP_L.{-
fation, I, — 1, repiesents the incidence rate of disegse with tliae g.xposme
IS a component cause. The absolute effect 1s the difference in incidence
Tates berween an exposed and an unexposed population. .
This measure is also often referred to straightforwardly as rate dz[z' er-
ence. Synonyms include attributable risk [Walter, 1976), which derives
from thé clo%ely telated measure, risk dijjerence, sometimes also used as

STOTNT 10T raie difierence. Propeily, Nowevel, TISK omeﬁfé"m
Jerote onty  diference i fisks of cumulative incidences rather tl.wax? in-
cidence Tmes, Thus, while rate difference Tas a range from minus l.nﬁm_i
{0 plus inhnity and the same dimensionality as the ratemved. (In?)e

iFincidence), risk diference Nas a Tange fro__n_l —11 +1 and is dimen-

STONIESS. .
The term attributable risk is unwarranted if no cause-effect relation ex-

ists between exposure and disease. If the exposure causes 2 change in
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Fig. 4-1. Two npes of sufficient cause of a disease.

mci.dence or risk, then the risk or rate difference observed may indeed be
attributable to the exposure, but many scientists might reasonably object
to the unnecessary causal implication inherent in the term auributable risk
(or atributable rate). To the extent that a rate difference is indeed attriia—
utable to the exposure, however, the measure is a useful one for estimating
the magnitude of the public health problem presented by the exposuréD
In this context it is noteworthy that the absolute effect is not aﬁf'ected b\;
changes in the baseline incidence rate of disease. '

RELATIVE EFFECT

Relative effect is based on the ratio of the absolute effect to a baseline rate
Analogous measures are used routinely whenever change or grownth is-
measured. For example, if the investment of a sum of money has \'ieldea
a gain of $1,000 in 1 vear, the absolute increase in value does not reveal
how effective the investment was. If the initial investment was $5,000 and
grew 10 §6,000 in 1 year, then we judge the investment by relating ,the gain
$§,QOO ~ $5,000, 10 the initial amount. That is, we take [I']e $1,000 gain anci
divide it by the $5,000 of the original principal, obtaining 20 percent as
the relative, as opposed to the absolute, gain. i

Analogously, we evaluate relative effect in epidemiology by taking the
absolute effect, or rate difference, and dividing it by a reference value
which is usually the rate among the unexposed. Thus,‘if I, is the incidence’

rate among unexposed and 1, is the incidence rate among exposed per-
sons, the absolute effect is

L -1

gy
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and the relative effect is

-1, 1
I P [4-1]
s 1,

Compared with the absolute effect, the relative effect measure is often a
clearer indicator of the strength of an association or, under the appropriat€
circumstances, causal role |Cornfield and Haenszel, 1960}, Consequently,
it is the usual measure for etiologic research. The relative effect measure
has two components, the ratio of incidence rates (1,/1p) and the constant
(=1 Tipically, the constant is omitted from the ifigasure; epidemiologists
usually refer only to the ratio component of the measure; it is known as
the incidence rate ratio or sk ratio, which are purely descriptive terms,
and Also as relative Tisk, relative rate, or_simply raie ratio. With the con-
stant omitted from the measure, There is a translation of scale. When there
is no effect, 1, = 1o, and the ful]l measureis 1 — 1 = 0, whereas the rate
ratio component of the measure is unity. It is important 10 remember this
scale translaion when interpreting rate ratio measures. For example, if
She exposure has a rate ratio of 3, and a second exposure has a rate ratio
of 2, the effect of the second exposure is only half as great as that of the
first because the “baseline” value, that value corresponding to the absence
of effect, is unity for the rate ratio measure.

Although epidemiologists usually use just the rate ratio measure, Omit-

Sprmmar

ting the — 1. occasionaily they do not. Reference may be made, for exam-
ple, to a “30 percent areater risk among exposed’; this implies that the
ratio of 1, to Iy is 1.3, but the 30 percent Comes “fter subtraciing 1 from
1.3, Someumes the jull measure (1, = 1)l is referred 1o aé_e,_\:c_egs__:;e,l_a_ul‘e
1355 To distinguish it from 1y/le [Cole and MzcMahon, 1971}

Because relative effect involves the division of one rate by another, the
measure is dimensionless. The value of relative effect ranges from —110
plus infinity, or from 0 10 infinity if the constant is omitted from the mea-
sure.

The value of risk is time-dependent Similarly, the value of the ratio of
two risks or two cumulative incidences depends on the tme perio@
Wes are computed. During a Tong
period of time, risk or Cumulatve ipcidence il approach unity, and the
ST OT two risks will also approach unity, nO Thatter what the values of the
underlving incidence rates are. {This 1s an Epidemiologic maniestauon of
e aphorism, M uic {oTig Tun, we are all dead.”) -

Over a short period of time,ii_gl(_and cumulative incidence are approx:
imately equal 1o the product of incidence rate with ume, so that the ratio
Of TWO 1Sks Of WO g‘@ulati\'e-mcxd@gesTs‘a‘pTerOximately equal to the
360 of the two underlying incidence rates. The alggroximation of the ratio
oFcumulative incidences to the ratio of incidence rates is better for smaller

~




cumulative incidences, or, equivalently, shorter time intervals, a roach-

" ing equality as the time interval approaches zero. Although both risk and

comulative incidence approach zero as the time interval becomes vanish-
ingly small, the ratio of two such shrinking measures approaches the non-
zero limiting value of the incidence rate ratio. These relationships ¢an be
summarized symbolically as follows:

Q=1-e™>1  a A=
cl,
— 1 as At—> =
Cl,
Cl =1At—=0 as At— 0
Ci I
=152 a5 At—> 0
a, L

Unlike the absolute effect. the magnitade of the relative effect depends
on the magnitude of ihe baseline incidence rate. This dependence is one
of the major ¢ifficulties in interpreting relative measures because the same
absolute effect in two populations can correspond 10 greatly differing rel-
ative effects [Peacock, 1971}, conversely, the same relative effects for two
populations could correspond to greatly differing absolute effects.

ATTRIBUTABLE PROPORTION

To obtain the relative effect, the absolute effect was divided by the rate
among the unexposed, thereby measuring the absolute increment in dis-
ease occurrence in multiples of the rate of occurrence in the absence of
exposure. If the absolute effect is divided by the rate of occurrence among
the exposed rather than the unexposed, the result is a measure of ihe
proportion of the disease among the exposed that is “related 10" the ex-
posure, the attributable proportion. This measure has also been termed
the etiologic fraction [Miettinen, 1974] and attributable risk percent [Cole
and MacMahon, 1971].

The attributable proportion (AP) for the exposed population is defined
as

I]_Io 1 R.R—l
AP:=-——-——=]___._..

= [4-2
= I RR RR 14-2]
where I, is the incidence among exposed, I is the incidence among unex-
posed, and RR is the rate ratio, 1,/1,. It can be interpreted as the proportion
of exposed cases for whom the disease is auributable to the exposure. It

PP
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: A i
be prevented by blocking the effect of the exposure or eliminating the

exposure. o . ‘ o
The proportion of all cases occurring 1n a mixed population of exposed

and unexposed individuals that is atributable to exposure can be deter-
mined as
R 8 0 € il
A S AR

where 1; is the overall incidence rate in the combined populau-on og eix-
posed and unexposed individuals and P, represents the proportion the
total population that is exposed. Dividing the numerator and denominator
of the above expression by P.lg gives

RR — 1

_ i H
AP = TR+ 1P, — 1

i 7 posure odds ratio.

Since the incidence rate ratio can be estimated by the expos‘me odc s mmd

P.(1 - P [P1 —P,)), where P, is the proportion of casgs that is c?.\p.(?se‘

(sée Chapter 6), we can also write the above expression as [Miettinen,

1974]

— >
_GR=DP _ g p

i RR

[~ i . '\7
If an exposure is preventive, SO that 1, < I, the absolute e.ffec't is n?ggneg
and the rate ratio is less than 1.0. The auributable propo;uou is unz,c in .
: i asure, t e raction (Or pro-
for preventives, but an am]ogous.measme,.me' pret ems/ 1 fi p
portion) was defined for preventives by Miettinen (1974} as

This prevented fraction can be interpreted as the proporuond olf l’he‘p)g-
tential cases (in the absence of exposure) that was prey ented by €x]

sure.
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