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l. lNTRODUCTlON

A system is defined as a "regularly interacting or interdependent

group of items forming a unified whole ... as : a group of interacting

b9dies t,mder the influence of related forces ".1 A personal health

services system consists of interdependent elements,. such as physicians,

nurses, faciliti~s and other resources, that interact under the influence

of diverse forces ,wi th the conmlUnity they- serve ..

The elements of arty healthservices.system can be grouped in sub-

systems that depend on the criteria for the grouping, e.g., fitstcántact

careor primary medical care, specialist care or consultant. medical care,

community hospital care,teaching hospital care, etc. Theterm sub-

system is interchangeable with the term level or state of careo

Thestate of a hea1th services systemcan be defined by the values

of those variablesthat describeits elements, e.g., prevalence of a

particular disease, available hospi tal beds, etc. as well as by the

-process of transformation in the system whereby input s are translated
into outputs.

'.
The input into each statecan be measured by the number 6f entries

i. e. persons orcondi tions, as detérmined by the actual "demand"for

services per unit of time, e.g., a patient who twice visitsa consultant
\ "l

specialist during ayear because of otitis media constitutes .an.erttry to

the consultantcare state (áth. two visits for thatentry into that state
during the year. lf need is preferred to actual demand, the input in

the model can be chapged to a desiredpotential demando Such a shift

-------------------- ---. - -_._-------- -_._---------------- -------
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assumes that need, i.e. the submerged part of the iceberg of disease~

can be translated into demand.2 The conceptual distinction between these

two approaches has been discussed somewhere els~.3 The parameters that

define thi~ input will depend on the criterion chosen to define such
Imeasures of ill health as disease, disability, dissatisfaction and dis-

tomfort 4:"

The output of each state can be measured by the number of discharges
:¡

or outcomes from each per unit of time. Alternative outcomes might ~n-

dude: dead/alive, diseased/healthy, disable/fit, dissatisfied/satisfied,
,or:uncomfortable/comfortable.

The throughput represents the time movement of patients throughithe
several states of the system. This movement within the system can be

between two units within the same state of care,i.e. a transfer, or be-

tween units of different states, i.e. a referral.

Transfers and referrals document the movement or flow of people

within a¡health services system "and the dynamic relationships among its

different states andunits .. The series of referrals and transfers ex-

perienced by each patient defines his utilization experience and refI:ects

the utilization strategy employedS. Thus, the throughput of the entire

sy$tem can be defined as the totality of utilization experiences for al1
patients.

INSERT FIGURE 1.

I 'o'

Figure I shows two examples of utilization strategies.



-3-

11. MODELS BASED ON THE KNOWLEDGE OF THE PERFORMANCE OF THE SYSTEM

Planning personal health servicescan be based upon analysis ofthe

performance or the st~ucture of the system. In the methods based upon

the performance of the system, the resources required are determined by

the amount ..and type needed to achieve a certain output, called product
I~

'.output, which is measured in terms of performance, such as reduction ,lorcon-
I

trol of death, disease, disability, discomfort ,etc. In those methods

based on the structure of the system,the output is defined as.process

output and measured in terms of services provided or population covered .
•¡

Effecti ven&ss isthe re lationshipb-etween inputand'output in the system

performanc~ method6; efficiency is this relationship in the system struc-

tUTe Iriethod.

Unfortunately, little is knownabout the effectivenessof different.,
I

'1

heal th services. Most analytical studies of heal th serviceshave.bee'n
!

concerned with productivity, expressed in terms of efficiency, but not

with effectiveness. The paucity .ofeffectiveness studies is oue to present
.. .

limitations in the knowledge of the relationships between the different
'1

vaíiables ~nvolved in the output as well a~in the input of the system

and their interrelationships. In most cases therelationships between

the systemand its performance are not known; even'less is known about

methods of quantifying them. There is no evidence, for example, that in

providing X units of prenatal care one will save Y children' s lives. ,;
i

It is in the study of these relaticnships that epidemiological studi~s

are greatly needed. Only on those cases with a.known quantifiable re-

lationship between input and productoutput, 'such as kidney dialysis and
pre,vention'of death in certain renal failures, is it possible to use
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techniques, such as cost-benefit or cost effectivenessanalysis, that

require that knowledge7. Otherwise, the usefulnessof the technique is
~ .

conditional on the validity of the assumptions on this relationship.

The absence of objective standards tomeasure the relationships

.between systemsand their product output explains the use of subjedlive

measures, such as the opinión of experts. The Centro de Estudios de

DE1sarrol.1o(CENDES) and the Pan American Heal th Organization8 and the
!I '1 . .

U. S. P~blic Health Service9 have defined planning methods that require

these experts' judgment about the vulnerability of the disease to cer-

tain curative and preventive activities.

111. MODELSBASED ON THE KNOWLEDGE OF THE STRUCTURE OF THE SYSTEM:
MARKOVIAN MODELS

In methods basedupon the knowledge of the structure of the system

it is convenient to use probabilistic models. These allow more flexi-
1
I

bility to planners in facing acontinuously changing and uncertain

environment. Indeed,. biological and social models are mostly probabilis-
11 11 11

tic in naturelO

With thework by Markov' (1856-1922) an important step in the develop-
'1
.1ment of probability theory was taken. He initiated a basic study o£

sequence of events with a g,iven distribution of initial probabilities,

which havé the simple property that the probabilityof the next event in

the success).ve sequence of trials depends only on the present out come

rather than on the particular occurrence of any previous one1l. These

situations, now called "Markov chains", have been broadly studied, and
'1

modern expositions of Markov chains are contained in the books of Doobl2 .
..
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Feller13, Kemeny and Snell14, and BartholOmew15.

Sincethe first application of Markov chains in stastical mechanics,
.[

th,erehav¿ been many more applications in surprisingly diverse areas.

These inc1ude the work on learning theory independently developed by

Estes16 and Bush and Mosteller17; the study of changes in attitudes ,¡by

Anderson18; the analysis .of social mobility by Prais19 and labor mobility

by Blumen, Kogran, and McCar~hy20. In epidemiology, Marshall and Gold-

hammer2l have ~sed Markovchains for the study of epidemiology of mental

disease,and Fix andNeyman22 and Zah123 have used it for the study of
"

,

survival after treatment of cancer. In planning pe.rsonal heal th services,

Nayarro .and Parker24, Singer25, and Hope26 have advocated the use of

tne Markovian chain as a mathematical model to estimate manpower and

facility requirements.

A MARKOVIAN PLANNING MODEL

This model embodies a Markov chain, in which the health services

states are postulated and the probabilities of going from one stateto
ir
,

another, defined by the transitional probability matrix, determine the

number of people in the various states throughout time. In other words,

the transitional probability of going from one health services state to

another depends only on the current state that the patient is in,not

on any previous states that have led to his current state. In addi t,ion,

the trapsitional- probabilities are assumed not to vary with time27 .
. ,

- - -- _. __ o ~ ---'--~
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In,the presento application the assumption is made that every per-.

son in the population of a defined geographicalregion is character~zed
í

as belonging to one,and only one, of several mutually exclusive states
,

of a health services'system at any point in time.

INSERT FIGURE 11.

The health services states shown in Figure TI have been chosen arbi-
.~I

trarily. The state desc-ribed as "Population not utilizing medical or

hóspi tal care" inc1udes ali persons who are not: in any. other state. It

includes healthy as well as sickpersóns whoare¡not under medical care

in any of the other states. Primary. medical care, consul tant medical
:; d

care, communityhospital care and teachinghospital care states contain
,1people receiviD.g these levels of care respectivel)'. The numberof ~states

could be extended by adding other states of care as well as different

units within each state. The .size of the tnodel can be extended in ~Iaccord
with the complexity and comprehensiveness desired and the availability

'i -

oí usabl'e information. The population to be examined can be defined' by
demogr~phic and/or epidemiological criteria28.

In Ffgure II to say that n2 equals.20 persons means that at this

moment, t= O, there are 20 perso.ns under primary'medicalcare;'

The: £,ractions of the populationat each state, at different time

periods, Pi (t), equals the mimber of people in that .health services ?tate

at that time, ni(t), dividedbythe totalnumber of people in the region

served by :the system at that time, N(t) ..

For a stationary Markovian chain analysis, the transi tional proba-
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bilities of going from one state toanother during the fundamental time
1I !I i!

p~riod must be calculated." The transitional probabilíty, Pij, equa1s

the number of people, nij' who are transferred from state i to state j
'1during 'f:hedefined time period, divided bythe number of peop1e, nii in

state i at the beginning of that periodo

This: transi tiona1 probabilitydenotes the probability that a person

being in state i at the beginning of the defined"

state jduring that periodo For examp1e, if n4'

time period will go to
,i

thenumber-ofpeople

I "

under cOJl1p1unityhospital care at a beginning point in time is 200, and
; i, '!

n45,the number of referrals fromcommunityhospita1 care to teachirtg
50hospital care measured in the week that fo1lows is 50, then P45 =_"__"_=0,.25200

is the measured transítiona1 probabili ty per week of going írom cOllujlUnity

hospital to teaching hospital. Pij defines the movement of peop1e within

t~e system and reflects functiona1 re1ationship among the states.
! ~ 1:

'.
INSERT TABLE 1.

Tab1e 1 presents the transitional probabili ties in the described-

m<;>del. 1: Eftch trarisitiona1 probabili ty represents a flow between two dif-
"

ferent hea1 th services states. P24 for instance,. represents the probabili ty .

that a person is in tlleprimary medical care state at.the begirining'of

the chosen time period and goes to the state of cOJlUJlunityhospita1 care

dvring the periodo
!I

In this model Pij is taken as known. It is determined from information "
about referrals withinthe system (Appendix 1). It wou1d be posstb1e,
húwever, for those popu1ations where such data are avai1able, tú relate
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'. P . as the dependent variable in a multiple regressionanalysis, consi~er-
J

ing as independent variables those variables which condition utilization.
'i

from the stanclpoint of the persons, of the system, and .0£ enabling factors .

.If the fractions of the population in dif£erent health services states
,
"

.are known, and if the parameters that define.prQductivity are knownl the

manpower and facilities required can be calculated (Appendix 2).

l.
APPLICATIONS OF THE MODEL

PREDICTION
} ¡~

" .
¡

".'1 Prediction is the ordinary statistical problem of forecasting. At

the simplest level it involves extrapolation of past experiences into
the future.

¡ I~

In the Markoyian model when the transitional probabili ties are Ilknown,
.. :

prediction is possible when only the initial fractions of the population
il1each,state are known (Appendix 3). Prediction involves calculating
the fractions of the population expected to be in the several health ser-

'1

vices states at different time periods in the future. The inputs for this

model of prediction are the known current fractions in each state and the

transitional probability matrix that reflects the dynamics of the system.
IThe outputs of the model are the estimated rractions of the populatfon in

each state at different time periods in the future.lf the productivity

of current resources is known it is possible to estimate the manpower

and facÜities required in each state in the future.
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SlMULAT ION
:
iSimulation involves observation of changes in the health services

sy~tem and the repeTcussions of those changes on present and future utili-

zahon ~n:aresources.29 The inputs of the model applied to simulatioll

are the fractions of the population currently in each state and the new

set of transi tional probabili ties that ref1ects_s~mulated changes in '1 the

system. Theoutputs are the new patterns of utilization determined by

the changes. Sincethe productivity of theresources is knoWn, these new¡~ ~!

fractions in each state can be translated into a new set of resources.

1
I
i

, I
1

GOAL-SEEKING

Goal-seeking involves determining thatalternativewhich minimizes

"costs" or "changes" in resources, required to achieve, in a given time

period, specified utilization patterns or specified needsfor resources.

The 'inputs of the Markovian model in goal-seeking are: the present
,1,

fractions 6f the poptilatión ~n each state, thedesired futuresteady state

fracti0!l.in each state (or the desired number of resources in a parti,cular

state), and the seleéted constraint, e.g., a',costconstraint, a resource

constraint, etc., that the alternative speci~ied mustmeét. Theproblem

is ,itochoose that alternative, defined by a transitional probability matrix,
which will minimize the constraint selected (Appendix 3). Actually
there wi11 be an infinite number of possible alterilatives in going fr,¡m

thepresentlevel of utilization to one desired in the future, but only

one, alterhative will minimize the constraint selected. - For instance, if

the const~aint is "cost", then the alternative chosen will be the one that
minimizes the cost of going from the present'to the desired future level
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of utilization. Another example of constraint m~ght be "minimizing:¡

changes" and, in thatcase, the alternative chosen would be the one which

wou1d require minimal additional resources for each health services state
, . '11

at different future time periods.

INSERT FIGURE 111

Figure III i-llustrates the three applications of the Markovian modelo
o !~

THE MARKOVIAN MODEL APPLIED TO PLANNING FOR CARDIOVASCULAR DISEASES¡

Thisexample deals with the application of the model described above
i~ 1'.

tó the pÜmning of personal hea1th services for patients with cardiovas-

cular diseases (390-458, International Classification ofDiseases, World

Hea1th Organization/Health Statistics/Eight Revision) at the levels 'Iof

primary medical care, consultant medical care, community hospital care

artd teach~nghospital care fora hypothetical region with a population

of two million people that is increasing at an annual rate of 1;2 per cent.

The "Populatibn not utilizing medical or hospital care" in thiS

example "includes ,that fraction of the total popul,ation not under medical
i¡ i~ i!

oi hospital care associated with cardiovascular diseases. It includes

people with untreated cardiovascular diseases as,well as peoplé without
i

these conditions. The primary medical care, consultant medicalcare,

cornrnunity ,.hospi tal care and teaching hospital car,e states include p'eople
l 1; "11

receivingeach of these levels of care because they have a diagnosed cardio-

vascular disease.

I

. i
)
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PREDICTION

The following two tables illustrate the inputs for the prediction
modelo

INSERT TABLE 2.

~.
Table 2 presents theempirical transitionaL pr6babilities. repre-

,senting, all possible flowsamong the health services states in this
i " I¡

numeric'al example. Empirical. transitionalprobabilities are the transi-
"

tional probabilities calculated during the empirical tiine period. Le.

the unit of time over which the number people transiting from state i

to state j has' been ealculated. Ifthe empirica~time periods were the
=\same forall transitional probabilities; then the,sum of those in the

same row would add up tú one.

iIn this table the referrals from primary and consultant medicaÍ

care are the transitional probabilities for three month periods and
!: .~ 1I

those f}otn communi ty and teachinghospi tal care,are daily transitional'

probabilities. The data on flow frem the "POpulation not utilizing medi-

calor hospital care" are annual transtitional probabilities. The use

of different empirical time periods reflect the difficulty of obtaining

a4equatT ~ata but does not impair the logie supporting the modelo

INSERT TABLE 3.

Table 3 illustrates the empirical estimatesof the' initial frac-tions

of the total population in each of the health services states. The em-

pirical estimates presented in this numerical example have been adapted
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from different sources30,3l,32,3,3. The data ismerely illustrative and

no significartce should be ,attached to the particular numbers used.
\

Thy putputs'of the model are those fráctions of the population in

tne different heálth services states that are calculated to be present at

different time periods. If these fractions are known, the required man-

power artd facility resources for the total popul,at,ion can be calculated.

INSERT FIGURE IV.

Thy unbroken line in Figure IV shows the predicted number of physi- '

cians in primary and consultant medical care required for tlJ.eexclusive

care of carrtiovascular conditions in the aboye mentioned population.

INSERT FIGURE V.

The unbroken 1ine in Figure V shows the predicted number of com-

munity and teaching hospital beds required for the exclusive care of cardio-

vascular conditions in the same population .

SIMULAT ION

Simulation consists in studying the repercussionsthat changes 'in

the system, associated with changes in the transitional probability matrix,

have onutilization,of health services, and the coilsequent requirements
I1

, 'j

in resotir~es at different time periods.

For example, suppose that, as a result of a proposed mass screening
program ,f~r cardiovascular diseases, the number ()£ persons with thes~

I

--- -----)'
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dis;eases :,ertteringthe primary medica1 care state during one year wou1d

double and the number referred for consultant medical care would incr,ease

by ,:aquar,ter. Since the health services system is regarded as an inter-

dependent whole rather than as the sum of its independent states, an

administrator responsible for the health of the population in this region

might ask for an estimate of the repercussions th~s change wouldhav~ on

-,

. H

•1,

1,,

the utilization of the various health services states and on their resource

requirements .

Thesituation is simulated in the Markovianmodel by multiplying

the transitional probability of a patient wfth ca~diovascular disease
"going from state'''Population not utilizing medical or hospital care" to

state "Primary medical care" by two and the transitional probability
:1 . I~ "

from the'state "Population not utilizing medical and hospital care" to

"Consultant medical care" by five fourths. '1.]

The output of the simulation model in this application is the

es~imate4 ~tilizationindicated by the new fractions of the population

in each health services state at different ~ime p'eriods. This new set

of fractions will determine the new set of requirements.

The broken lines in Figure IV reflect the new manpower required
"1 :1 Ij ,

as a result of the simulated situation.

The¡ b,roken lines in Figure V reflect the new, facili ty requirements

in the simulated situation.

The s'imulated mass screening for cardiovascular diseases mentiorted

aboye in,the population of two million people would require, for instance,
I¡ 1,1
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~
at the !ertd of fi ve years the following addi tiona1 manpower and faci1i tY.

1
I :! '1'1

P l'
~rsourc~~ £01' the exclusive care of patients withthose conditions: 68

,11 1I 1I '

ffibre primary care physicians ,eight more specialists 01' consul tants,
I1 Ir '11

9176 more kommunity hospital beds and 172 more teaching hospital beds.
1I 11.

ji ji

1,[ '!
GOAL-SEEK:ING

:1 1: 11 ••••

l' ~j_ ~ .
!I i\ '1¡¡ ;¡

!! li :¡
,¡ Goa1i,',-seeki,ngseeks to determine that alternat:i ve which will mini-
11,'

'i '1

mfze a fi:ren constr,aint in order to reach a speci~ied goal.

: li 11

'!i! ~
Inl¡the heal th services system described, plá.nning services for the

:~ -I! ¡l I i IJ •

I I¡ i¡
care of,!patients with cardiovascular diseases in: the hypothetical region

:1 ' '1
'1 i I1

with two ínillion people might include the goal of doubling in ten years
" ii 11 I

tAe numbe~ of patients with cardiovasculardiseases under primary médi-
'1 " '1

ca"1 ~ 1, fcare,rwhile utilization o other levels of cé!-~eremained the same.
" I1 !I

I~ might ~lso inc1ude the know1edge that there will be few additional
.! ,'! .\

:1 11 il .
résourc~sll availab1~' at that time.

li ~, 1I

m~ght a~kilhow curre:nt resources shou1d be utiliz€!d, at different time
,1 li!!

p¿riods; to reach the desired objective in ,such él¡way that minimaladdi-
:i ~ 11, '

tiona1 ~dources are required.
: li ¡ 1I ,;

t1e uti~ifation strategy that will minimize' change: in current resources

td reach the specified goal.
!~ :~
;~ rf
ij ,
;' 1;
J: 1I !! • '
ir In ":góa1-seeklng the input to the mode1; is c~rrent utilization" 'de-
,1 i! ~ ,; !

£~ned bX turrent fractions of the populatioh in each state, desired
ii :' 11 "

utiiliza~i9n during the time designated, and: the utilization parameters.
i~ ~ it

A ¡Ifurther:: input in the goa1-seeking model i15 the b:mstraiJlt that must
!r 1/ ~l

!l ii' jI

be minimized by the alternative chosen.I~ . ,;

1I

~
1

J¡
J

i
I
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The output of the mode1 wou1d be the optimumi utilization strategy"

at different time periods, that will reach the spe,.dfied goal wi th mini-
i~ il

mum change in cur:r:entresources.
',1:

The dotted line in Figure IV shows the ca1culated number of primary

and consu1tant medica1 care physiciansrequired, at different time periods,
, ,

in order to meet thegoa1 pre.sented in the goal-seeking mode1.

In figure V, the dotted 1ine shows the number of cornmunity and

teaching hospital beds required, at different time periods, to meet the
:1 I! .

given goal'.

OTHER APPLICATIONS,. ,

ThisMarkovian mode 1 can be expanded to include two new states, '1
, ,

birth and 'death, and different transitional probahilities matrices for-
" ,

each age group and thus, consider the different utilization rates of
: ~¡ ~

personal heÚth services by different age groups. '.With this expansion,'
the modeltakes into account: 'first, changes in ~ize and age structure

of thepopulation and second, the different utilization experiences of
the different age groups34.

SUMMARY
'> :1

This ichapter presents sorne of the mathematical ana1ytical models
. ~

used either in operations research or systems analysis that have been

used in health services planning. Emphasis has been placed in detailing

Markov models. A Markovian planning model is described as a tool for
predicting requirements for resources, for calculating changes in those

. 11
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resources ,in simu1ated situations, and for estimating the optimum alterna-

tive for the constraint chosen to reach a specified goal. A practic~l

example describing the planning of personal.health services for patients
11 " . . ,

with cardiovascular diseases illustratesthe three applications of the

mode1.

.,
¡. 1I
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APPENDIX 1

Estimating the Probabi1ity of Going from Hea1th Services

:IState i to State j During the Fundamental Time Interval

Pij' the transitiona1 probabi1ity, denotes the probabi1ity that
a person in state i at the beginning of the empirica1 time period will

~ 1I "

go to state j during that periodo The empirical'::¡timeperiod, Tij,~S
the unit of time over which the number of peop1e, nij (Tij)," have moved from

state i to state j .•

el] p .. =
1J

n.. (T .. )1J' 1J '
ni

I

'./.
The transitiona1 probabi1ity, Pij, given fo~ different empirica1

,
:'. I

time periodo Tij' are trans1a.tec! :i.ntodaily tTélnsitiona1 probabili des

i.e. the time period of one day is se1ected as the fundamental time period

because,this is the period of time during which it is high1y un1ike1y

tAat a ~etson wi11 be in more than one state. ~us, the dup1ication in

ca1cu1ating the number of persons in each of the different states is

avoided. ,The fundamental time period is the time period chosen to

define the transitiona1 probability matrix, input of the mode1. In 'Ithis
,

matrix, the sum of,a11 e1ements in the same row add up to one.

The oai1y transitiona1 probabi1ities are obtained from
1, 1,'

t
[2J qij =

p .. (T .. )
1J 11"

T ..1J

i # j

, !_-_.- ..""-"~"".. ""~,'....' ",
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is the probabi1ity bf"going from state i
t9 state j during a ~undamenta1 time
interva1 of one day:" -
is the probability of going from state i
to state j during th.e empirical time
period Tij' and ~ ."

T. . is the empirica1 time period in days.
1J

t
¡

. ¡I'
,r
~!

r
-\
\;

;¡l
The I,daily transi tiona1 probability matrix, Q, is defined by

"

qll q12 qlI \ ,'1
\
\,

r, i! q21 q22 q2I

J

Q =

qn qI2 qn I

l. i.

l' il
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APPENDIX 2

":1

,11'
• '¡J

Ca1cu1ati.ng Resources Requirements
1: Ij

"
~ 11Kno\<l1ngthe hea1 th services' state fractions Pi (t), the manpower

(MD = physicians) and facilities (BEDS) requireme~ts are ca1cu1ated

from formulas [3J and [4J.

',1

1:
j

. :1

where,

(t) =
e.~

RMD (t)
i

i
Pi(t),

~
N(t)

l L.~

1S the number of physicians for state i
(as a function of time t),

is the fraction in state i at time t~

is the size of popu1ation base, at time
t, and determined by the rate of popu1a-
tion growth,

is the average 1ertgth of stay in health
services state i and is equa1 to' the
fraction qii/(l-q ..),(qii, dai1y proba-
bi1ity of remainifi~ in state i),

"
",
1

y.
.~

is the number of visits per entry at
state 1.

i5 the number of entries te state i per
day.

l.

,
"
"!

.,

.1.

1; :¡

It may he1p to c1arify this formula if Pi(t)~N(t) is considered' to

be! preva!l~nce. Preva1ence is then, equa1 to number of entries, 1.e .

incidence, per day multiplied by the average length of stay .
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, Pi(t).N(t)
Altogether the numerator x Y. x 365 is the number of

L. 1
1

visits r~q¥ired forstate i per year. 9i, the denominator, is the average

physician load factor or the number of visits at state i per physician

per year;

Similarly, the requirements for beds is calculated wi th formula' [4].

f.
'1

l:

'1~.

":

1.,
¡

"J
I
\.
,1

[4J

11

where,

Pi(t).N(t)

Fi'

F. is the occupancy desired at state i.
1
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APPENDIX 3

¡,
.~

i
~'

Il.-

,CEilculating Pi (t): Fractions of the Total Population

in Hea1th Services State i, at Time Period t.

Thepredicted fractions of the population (ori probabi11ties of being

in the states) intime period t is given bythe express ion [5J.

___ 0+

.¡..

1•

l!i
¡'
'.
\

\",.
~i

[5J,

where'~

P(t)

)

p(O)

Q

t

is the vector representing the fractions of
the population in the different states, at
time t days.

is the vector representing the initial frac-
tions of the population in the different
states.

'1 I

is the daily transitional probability matrix
and

is the time in days £rom the initia1 period
to the end of the t time period:

\.
I

l'
:1.
"~'i!

,.

Thus,l!given Pi (O) and P .., one may predict Pi (t) usi,ng the Markovian1J

assumptións.

In Sünu1ation, thesame mathematical model is used.

In GO,al-Seeking, the problem solved isto miry.imize"the amount of

change" subject to reaching the desired goal. This minimizing change is
embodiedin the selection of the objective function in a mathematical

quadratic program.* The problem solved is:

*The quadratic program used in Goal Seeking has been programmed for the
computer by Judi th Liebman under PHS Grant HM (00279) ..
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" .

, '
'11. :

~i

[6J . ' minimize
. 1
. {P .. }

1J

1
I

1
I

.i

,i¡

"'i
",

subject to P(co» = P(co): Ql

The objective function is the weighted Euclidian distance between
:\ .~ :,

the solution "referral rates" pij and the current referral rates,pij. The

problem ~hen is to minimize the change of referral pattern necessary to
I

effect a'desired steady state vector P(CO) of fracÜons of the population

in the various health services states35.
;¡
¡:¡

The terms "constraint" and "limitation" have been used in the text

in some instances in plR..ceof "obj ecti ve 'function", for purposes of

comprehensibility to the non-mathematical reader. It is hoped that this

flexibili ty of notation will not cause any confusion.
'!

,;j
".1

______ ~ __.__ .---el
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TABLE I

1;, TRANSITIONAL PROBABILITIES

~ EACH TRANSITIONAL PROBABILITY REPRESENTS A':
f
,! FLOW BETWEEN TWO DIFFERENT HEALTH SERVICE S STATES,

,
t,
~ STATE OF MEDI~AL AND HOSPITAL CARiEI!

STATE POPULATION PRIMARY CONSULTANT COM11UNITY TEACHING
NOT MEDICAL MEDICAL HOSPITAL HOSPITAL
UTILIZING CARE. CARE CARE CARE

~. NEDICAL ORI
l' i STATE HOSPITALi
:~I CARE

STATE OF MtDICAL I 2 3 St, AND HOSPITAL ..CARE
"

.~ POPULATIONNOT
UTILIZING MEDICAL I PII PI2 PI3 PI4 PISOR HOSPITAL CARE

/ PRIMARY MEDICAL
CARE 2 P2I P22 P23 P24 P2S

~. CONSULTANTMEDICAL1 CARE 3 P3I P32 P33 P34.
:P3S

!i

COMMUNITY HOSPITAL
" P4SCARE,' 4 P4I P42 P43 . P44

t TEACHING HOSPITAL
t CARE; S PSI PS2 ! PS3 PS4 PSS1: !¡

,: '1

;,
i'

l'.,
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TABLE2

INPUTS IN THE PREDICTION MODEL

EMPIRICAL ESTIMATES OF THE TRANSITIONAL PROBABILITIES

STATE OF MEDICAL AND HOSPITAL CARE

j STATE POPULATION PRIMARY CONSULTANT COMMUNITY' TEACHING
NOT MEDICAL MEDICAL HOSPITAL HOSPITAL
UTILIZING CARE CARE CARE CARE
MEDICAL OR

i STATE HOSPITAL
'i CARE

STATE OF MEDICAL 1 2 3 4 5
AND ijOSPITAL CARE

,
Ii POPULATION NOTr UTILIZING MEDICAL 1 .923 .035 .004 O O

¡!lb I¡ :-\OR HOSPITAL CARE

PRIMARY MEDICAL 2 .324 .552 .076 .044 .008
CARE "

~
CONSULTANT MEDICAL 3 .528 .242 .182 .008 .032
CARE

COMMUNITY HOSPITAL 4 .073 .054 .054 .800 .016
CARE

TEACHING HOSPITAL 5 .115 .077 .098 .044 .662
CARE

...,
1

" ... ,~L JL • -¡-~
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TABLE 3

INPUTS IN THE PREDICTION MODEL

INITrAL FRACTIONS P.(O), AT STATE i, FOR CARDIOVASCULAR DISEASES.
1u

i¡ .

POPULATION PRIMARY CONSULTANT COMMUNITY TEACHING
STATE OF NOT MEDICAL MEDICÁL HOSPITAL HOSPITAL
MEDICAL ANI) UTILIZING CARE CARE CARE CARE

.HOSPITAL MEDICAL OR
CARE (i) HOSPITAL

CARE
¡t i

1 2 3 4 5

P. (O) .9621 .0273 .0037. .0043 .0008
1

J
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UTILIZATION STRATEGIES
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MEDICAL

CARE

PRIMARY
MEDICAL
. CARE

PRIMARY'
MEDICAL
ICARE

,
"'.

;¡, ."

/i '.
. J.,.

t.
".',
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A.}INPUT >~-_ ----- ----- ---~ OUTPUT

:. . (RECOVEREDl.,.,
COMMUNITY TEACHING
HOSPITAL HOSPITAL

CARE CARE

B. ,:'INPUT >_. " _'::' AAAI\ fIW\ fNV\__ ~
-¡ /VVV\ . - '. ~OUTPUT
. i~ ' il

'1 ;: il (OEAO)i; i~

A~ ,2 visitsper entry fo Primary Medical Care
3 visits per enfry to Consultant M,edical Care
3 days per entry to TeachingHospitol Care

t
I1,' ,

. ;f
•I

8. 4 visifs per entryto Primary Medica I Core
4 days perentry fo CommunityHospital Core
4 days par entry to Teaching Hospital Care

. . r
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