B e e e

[

MATHEMATICAL MODELS IN HEALTH SERVICES PLANNING

by
Vicente Navarro, M.D., D.M.S.A., Dr. P.H.*
and

Roger D. Parker, Ph. D.**

Department of Medical Care and Hospitalé
The Johns Hopkins University

‘Baltimore, Maryland

Chapter based on a paper presented at the Fifth Scientific Meeting of
the International Ep1dem1010g1ca1 Assoc1at10n Primosten, Yugoslav1a,
August,. 26th, 1968. : j

Supported by a research grant (CH 00158-04) from the qufed States Public

"Health Service through the National Center for Health Services'Research

and Development.

* Assistant Professor
** Associate Professor




“ay

I. INTRODUCTION , ' ‘ ' _ i

A system is defined as a 'regularly interacting or interdependent

.group of tems forming a unified whole ... as .;.: a group of 1nteract1ng

bodles under the influence of related forces o doa personal health

services system consists’ of 1nterdependent elements, ‘such as phy51c1ans,

nurses,‘fac111t1es and other resources, that 1nteract under the 1nfluence_

of.dlverse forces,-wlth the‘commun1ty-they*serve.>

The elements of any.healtn.servicesnsystemacan be grouped in sub-
systems that depend on the criteria for the grouping, e.g. first contact

care or primary medical care, specialist care or consultant. medical care;

,community hospital care, teaching hospital care, etc.  The :term sub- ..

system is 1nterchangeable w1th the term level or state of care.

B

_The.stateofahealth services system can be defined by-the values

of those varlables that descrlbe its elements, e.g., prevalence of a

part1cu1ar dlsease, ava11ab1e hosp1ta1 beds, etc. as well as by the -

Aprocess of transformation in the system whereby 1nputs are translated

into outputs. !

N
7The.inpu£ into,each Statey;an be measured By;thepnumber_Of entries
i.e. persons or‘condltions, as determined by the actual "demand" for
serv1ces per unit of time, e.g., a patlent who tw1ce v151ts a consultant
spec1a11st dur1ng a year because of otitis medla constitutes .an. entry to

the consultant'care«state with-two visits for that entry into that state_

.during the year. If need is preferred to actual demand, the input in

the model can be changed'to a desired potential demand. Suc¢h a shift
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assumes fhat néed, i.e. the submerged part of‘thé iceberg of diseaseg

caﬁ bé translated into demand.? The conceptual distinction between theée
two appréa%hes has been discuséed somewhere else.3 The parameters that
define this input will depend on the criterioﬂ cho;en to define suchT
measures‘éf i1l health as disease, disability, diésétisfaction and d{s—

comfort

§

4‘0
The output of each state can be measured by the number of dischqrgés

o . :\ .
or outcomes from each per unit of time. .Alternative outcomes might in-

‘clude: dead/alive, diseaéed/healthy,-diSable/fit, dissatisfié&/satisfied,

.or?uncomfprtable/comfortable.

The throughput represents the time movement of patients‘thrqugh'ﬁhe
several states of the system. This movement within the system can be
between two units within the same state of care,i.e. a transfer, or be-

tween units of different states, i.e. a referral.
} |

Transfers and referrals'document thé movement or flow of people
within a;hgalth services systém~and the dyna@ic relationships among its
different states and units.. The series of reférrals and transfers ex-
perienced by each patient defines his utilization experience and refﬂects
the utilization stratégy employed®>. Thus, the throughput of the entire
system c;nfbe defined as fhe totality of utilization expefiences.for all

patients.

~ INSERT FIGURE I.

Figure I shows two examples of utilization strategies.




and their 1nterre1at10nsh1ps. In most cases the relatlonshlps between

o -3-

I1I. MODELS BASED ON THE KNOWLEDGE OF THE PERFORMANCE OF THE SYSTEM
] —

Planning personal health services can be based upon analysis of -the
performance or the structure of the system. In the methods based upon

the performance of the system, the resources required are determlned by

the amount‘and type needed to achleve a certain output, called product

+

-output, which is measured in terms of performance, such as reduction or con-
. B - }

trol of death, disease, disability, discomfort,'etc. In those methods
based on the structure of the system,. the output.iS'defined,as-proceSSk_
output and.meaSured in terms of services provided or population covered.
Effectivenéss is the;relationship;between input'andﬁoutput.in the System
performance method6; efficiency is‘this reiationShip_in thevsystem struc-
ture method.
Unfortunately, little is'known:about'the effectiveness-of different
health services. Most analytical studies of health services-havé,been +

concerned w1th product1v1ty, expressed in terms of eff1c1ency, but not

" with effectlveness The pauc1ty of effectlveness studles is due to present

11m1tat10ns in the knowledge of the relatlonshlps between the different

vaplables involved in the output as well as in the input of the system

" the system .and its performance are not known;-even‘leSS'ls known about

methods of quant1fy1ng them There is no ev1dence, for example, that in

prov1d1ng X units of prenatal care one will save Y children's lives.:
e . ,
It is in thevstudy of these relaticnships thatvepidemiological-studles _ o g

are greatly needed. Only on thoseﬂcases with a known quantifiable re-

lationship between input andvproduct-output,‘such as kidney dialysis and

prevention of death in certain renal failures, is it possible to use

4 il
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techniques, such as cost-benefit or cost effectiveness analysis, that

requ1re that knowledge7 Otherw1se, the usefulness of the technique is

'condltlonal on the valldlty of the assumptlons on this relationship.

The absence of objective standards to measure the relatlonshlps

_between systems and their product output- explalns the use of subJectlve

measures, such as the opinion of experts. The Centro de Estudios de
DesarrdLle(CENDES) and the Pan American Health‘Organizati'on8 and the
i ’ . . .

u. s. quiic Health Service? have defined.planning methods that require

~ these e erts'jud-ment about the vulnerability of the disease to cer-
Xp g _

}
h
i

tain curative and preventive activities.

ITI. MODELS BASED ON THE KNOWLEDGE OF THE STRUCTUREvOF THE SYSTEM:
¢ MARKOVIAN MODELS ,

In methods based upon the knowledge of the structure of the system
it is cqntenient to use probabilistic models. fhese allow more fleﬁi—
bility to planners in facing a cohtinuoUsly changing and uhcertain
environment. Indeed, biological and social models are mostly probabilis-

i by 10
tic in nature ",

W1th the work by Markov (1856 1922) an important step in the develop—
ment of‘probab111ty theory was taken. He initiated a basic study of

sequence of events with a given distribution of initial probabilities

‘_whlch have the simple property that the probability of the next event in

the successive sequence of trials, depends only on the present outcome
rather than on the partlcular occurrence of any prev1ous onell, These
situations, now called ''Markov chains", have been broadly studied, and

modern expositions of Markov chains are contained in the books of Doobl2,

-
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Feller!3, Kemeny and Snelll4, and BartholomewlS. . %

Since the.first application of Markov chains in étastical mechgnics,
tﬂére.hgvé been ﬁan§ more applications in surprisingly diverse areas.
These include the work on learning theory independéntly deyeloped by
'1Estesl6 aﬁd Bushvand Mosteller17; the study-df changes in attitudes;ﬁy
Andersonlg; the analysis of social mobility by Praisl9 and labor mobility
by Blumen, Kogran, and McCarthy20. 1In epidemiblpgy,'Marshaii and Gold;
hémmerzi have ﬁsed Mérkov chains fof_the'study of epidemiology of mental

disease, and Fix and Neyman?2 and Zah1?3 have used it for the study of

q

survival after treatment of cancer. In planning personal health services,

25

Navarro and Parker?4, Singer®”, and Hope26 have advocated the use of

1 L
o
; U

the Markovian chain as a mathematical model to estimate manpower and

facility requirements.

A MARKOVIAN PLANNING MODEL

]
H

This‘model embodies a Markov chain, in which the health services
states are postulated and the probabilities of going from one state\to
. . . i
another, defined by the transitional probability matrix, determine tﬁe
number of‘people in the Vérioué states throughout time. In other words,
tﬁe traﬁsitional probability of going from»one‘healfh services state to
another depends only on the current state that the pétient is in, mot

on any previous states that have led to his current state. In addiﬂion,

the transitional probabilities are assumed not to vary with time27.

o
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In the present. application the assumption is made that every per-.

son in the populatlon of a defined geographical reglon is characterized
l

as belong1ng to one, and only one, of several mutually exclusive states

of a health services system at any p01nt in time.

'INSERT FIGURE II.

The health services states shown in Flgure II have been chosen arbl—

[
|

trarily. The state descr1bed as "Populatlon not ut11121ng med1ca1 or -
hospltal care” includes all persons who are not in any other state. It

includes healthy as well as. 31ck persons who are, ot under medical care

-in any of the other states. Prlmary medlcal care, consultant medical

ll k , K

care,. community hospltal care and teachlng hospltal care states contain

i

people receiving these levels of care respectively. The number of states’

could be extended by adding other states of care as well as different

units within each state. The size of the model ‘can be extended in Pccord

- with the complex1ty and comprehens1veness desired. and the ava11ab111ty

of usable 1nformat10n - The populatlon to be examined can be deflned by

demographlc and/or epldemlologlcal cr1ter1a78 o . - '

InEEfgure II to say'that nzvequals-ZO persons means that at this
moment, t = 0, there are 20 persons under primarylmedical care.- L

" The fractions of the population at each state, at different time
periods, P-(t), equals the number of people in that health services State
at that time, n; (t), d1V1ded by the total number of people in the region

]

served by the system at that time, N(t).

For a stationary Markovian chain analysis, the transitional proba-
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bilities of going from one state to another during the_fundamental time

| y | _ v
period must be calculated The transitional probability, pij’ equals

‘the number of people, who are transferred from state i to state j

nij,
during the defined time period, divided by -the number of people, nlj in

state i at the beginning of that period

1 L

% This. transitional probability ‘denotes the probability that a person
being in state iat the beginnlng of the defined time perlod will go to

: rl
state_Jvdurin that period. For example, if Ny, the number of people
ng p 4 ‘peop

~ under community hospital care at a beginning point in time'is 200, ‘and
nas,'the number of referrals from community hospital care to teaching -

hosp1ta1 care measured in the week that follows is 50, then P45 ;jgg_;O.ZS '

is the measured tran51t10na1 probability per week of g01ng from community

hospital to teaching hospital. Pij defines the movement of people within

the system and reflects functional relationship among the states.

i

INSERT TABLE 1.
. : §
Table 1 presents the transitional probabilities in the described
mddel. EEach transitional probability represents a flow between two dif-

i

:'ferent health services states. P,, for instance,-representsithe'probability'

that a person is in the primary medical care state at the beginnlng‘of

the chosen time perlod and goes to the state of communlty hospital care

dnring the period.

i
#

In this model Pjij is taken as known It is determined from information’

about referrals within the system (Appendix 1). It would be possible,

however, for those populations where such data are available, to relate
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Pij as thé dependent variable in a multiple regression analysis, consider-
ing as 1ndependent variables those var1401°> which condition utlllzatlon

from the standpoint- of the persons, of the ‘system, and of enabllng factors.

i 5
; ;

If the fractions of the populatier in different health services states

"

-are known, and if the parameters that define,pfoductivity are knownﬁ the

.manpower and facilities required qanfbe calculated (Appendix 2).

k
w

APPLICATIONS OF THE MODEL

PREDICTION

f ,i
\ f

Prediction is the ordinary statistical pfoblem of forecasting. At

the simplest level it involves extrapolation of past experiences into

the future.

P
In the Markovian model when the transitional probabilities are;known,

prediction is possible when only the initial fractions of the population
in eachistate are known  (Appendix 3). Prediction involves calculating
the fractions of the population expected to be in the several héalth ser-

; u - N v!
vices states at different time periods in the future. The inputs for this

model of prediction are the known current fractions in each state and the

transitional probability‘matrix that reflects the dynémics of thé system.
The ohtputs of the model ére the estimated.fractions of the populatfon in
each state at different timé periods in the future.. If the product1v1ty
of current resources is known it is possible to. estimate the manpower

and fac111t1es requlred in each state .in the future. !
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~ constraint, etc., that the alternatlve spec1f1ed must meet. The problem

_is mo choose that alternatlve, deflned by a tran51t10na1 probablllty matrlx,"

SIMULATION

o : S |
Simulation involves observation of changes in.the health services
system and the repe*cu551ons of those changes on present and future utili-

zatlon and resources. .29 The 1nputs of the model applied to 51mu1at1on

'are the fractions of the population currently in each state and the new

set of trans1t10na1 probab111t1es that reflects 51mu1ated changes 1nfthe
system. The outputs are the new patterns of utilization determined by
the changes. Slnce the product1v1ty of the ‘Tésources is known, these new

fractlons in . each state can be translated into a new set of resources.

GOAL-SEEKING

gt - e b1

| Goal-seeking involves determining that ‘alternative -which minimizes
tt 1Al 1t h LA B 3 3 3 3 ~ 3 >‘
costs' or ''changes'" in resources, required to achieve, in a given time - S '

period, specified utilization patterns or specified needs for resources.

The 1nputs of the Markov1an model in goal seeklng are: ‘the present
fractlons of the population in ‘each state, the de51red future steady state
fractlon 1n each state (or the de51red number of resources in a partlcular

state), and the selected constralnt, e.g., a cost constralnt a resouice_

wh1ch w111 m1n1m12e the constralnt selected _ (Appendix 3). Actually
there will be an 1nf1n1te number of p0551b1e alternatives in going from
the. present 1eve1 of utilization to one de51red in the future, but only
one: alternatlve will minimize the constraint selected. 'For instance, if
thehconstra1nt is '"'cost", then the alternatlve chosen will be the one that
minimizes the cost of going from the present-to the'desired futute level
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of utilization. Another example of constraint might be "minimizing:
: : % e

changes" and, in that case, the alternative chosen would be the one which
weuld require minimal additional resources for each health services state

: 1 o
at different future time periods.

INSERT FIGURE III

'Eigure III illustrates the three applicationé-of the Markovian model.

THE MARKOVIAN MODEL APPLIED TO PLANNING FOR CARDIOVASCULAR DISEASES

Thls example deals W1th the appllcat1on of the model descrlbed above

to the plannlno of personal health services for patlents with card1ovas-

cular dlseases_(390—458, Internatlonal'C1a351ficgtion of Diseases, World
Health Organization/Health Statistics/Eight Revision) at the levels§of

primary medical care, consultant medical care, community hospital care

~and teaéhing'hospital care for a hypothetical region with a population

of two million people that is increasing at an annual rate of 1.2 per cent.
: _ , 4 A H : : o

The "Populatlon not utilizing med1ca1 or hospltal care" in this

example 1nc1udes that fraction of the total populatlon not under medical

or hospltal care associated with cardiovascular diseases. It includes.
people with untreated_cardiovasculet_diseaees as_we11 as people without
these conditions. The primary mediCal care, conehltant medicalxcare
communlty hosp1ta1 care and teaching hospital care states include people
rece1v1ng ‘each of these levels of care because they have a diagnosed cardio-

vascular dlsease. ) . y
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PREDICTION _ .
1 » i o ) . ‘r
The following two tables illustrate the inputs for the prediction

model.
INSERT TABLE 2. .

\E
[

Table 2 presents the emp1r1ca1 tran51t10na1 probab111t1es, Tepre-

.senting all posslble flows-among the health services states in this

nﬁmerical example. Emplrlcal tran51t10na1 probabllltles are the tran51-

tional probabllltles calculated during the emplrlcal time perlod i.e.
the unit of time over wh1ch the number people trans;tlng from state%i
to state j has-beeh calculated-l If -the empirical time periods were the

same for all tran51t10na1 probab111t1es then the sum of those in the

same row would add up to one.

*

In this table the referrals from primary and consultant medical

care are the tran51t10na1 probab111t1es for three month perlods and

those from communlty and teachlng hosp1ta1 care are da11y tran51t10na1
probab111t1es.' The data on flow from the ”Population nOt'utilizihglmedi—
cal or_hospital care” are annualntranstitional probabilities. The dse

of different emp1r1ca1 time perlods reflect the dlfflculty of obtalnlng

- adequate data but does not 1mpa1r the loglc supportlng the model

INSERT TABLE 3.

Table 3 illustrates the empirical estimates of the initial fractions
of the total population in each of the health services states. The em-

pirical estimates presented in this numerical example have been adapted

I e ey e e M o
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30’31’32’33. The. data is merely 111ustrat1ve and

from different sources

no 51gn1f1cance should be attached to the partlcular numbers used
‘ \

% The Outputs'of,the model are those fractions of the population.in
the dlfferent health services states that are calculated to be present at
dlfferent tlme perlods If these fractlons are known, the requlred man-

power and fac111ty resources for the total populatlon ¢an be calculated

INSERT FIGURE 1IV.

& The unbroken line in Flgure IV shows the predlcted number of physi-

cians in prlmary “and consultant medical care required for the exc1u51ve

care of cardiovascular_conditions in the above mentioned population.

" INSERT FIGURE V.

The unbroken line im Figure V shows the predicted number of com-

munity and teaching hospital beds required for the exclusive care of cardio-

vascular conditions in the same population.

o C o ii :
Simulation consists in studying the repercussions ‘that changes in

the systemn, associated with changes in the transitional probability matrix,

have on utlllzatlon of health services, and the consequent requ1rements

i
'i
in resources at different time periods.

For example, suppose that, as a result of a propoSed'mass screening

program for cardiovascular diseases, the number of persons with these
. s . E . |
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above in. the population of two million'peopie would require, for instance,

-13-
diseases'entering the primary medical care state during one year would . £ ° lin

double and the number referred for consultant medical care would increase v
by a quarter. Since the health services system is regarded as an inter-
depeﬁdent whole rather than as the sum of its independent states, an

°

.administrégor responsible for the health of the population in this region

might ask for an estimate of the repercussions this change would have on

the utilization of the various health services states and on their resource

requirements. ' . ' _ "

The{situation is simulated in the Markovian model by multiplying

. the transitional probability of a patient with cardiovascular diseasé

.gofng frdmhstate“"Population not utilizing medicai or hospital care" to

state '"Primary medical care" by two and the transitional probabilityi

Il ,}

from the state "Population not utilizing medical and hospital care' to

'

_"Consultant medical care' by five fourths.

£l

The.output of the simulation model in this application is the
esgimate@_?tilizatioh_indicated by the new fractiqns of the populatién
in each health serviées state at different.qimé pgriods. This néw_s§t
of: fractions will deferminé the new set of requi;ements.

The broken lines in Figure IV reflect the new manpower required’

§
i

; N : L
as a result of the simulated situation.

4

The, broken lines in Figure V reflect the new. facility requirements

5
i
1

in the simulated situation.

The simulated mass screening for cardiovascular diseases mentioned

i Pl



o

' g -14-

at the ‘end of five years the following additional  manpower and facility

i b i

! !

gesources for the exclusive care of patlents W1th those conditions: 68
B . ‘

more prlmary care phy51c1ans eight more spec1allsts or consultants

: ]

976 more commanltv hosnltal beds and 172 more teachlno hosp1ta1 beds
[} .

'GOAL SEERING - ¥ . A I

0

- P o i e
' ‘

l
; GoaL!seeklng seeks to determine that alternatlve whlch will mini-
J ra‘ -

mlze a glven constralnt in order to reach a spec1f1ed goal

:l . t |i - i : .
i I ﬁ g ; e

i f

p In&the health services system descrlbed plannlng serv1ces for the
)I |1 . .
|! y‘ :
care ofﬂpatlents w1th cardlovascular dlseases in, the hypothet1ca1 reglon
. l[ ¢ |1 i
w1th two million people mlght include the goal of doubllng in ten years
[g .

]
3

the nunber of patlents with cardlovascular dlseases ‘under prlmary medl—-
r ' |] :

cal care,’while utilization of other levels of care remalned the same.
z' i !l

It m1ght also 1nc1ude the knowledge that there w111 be few add1t10na1

\ I
resources avallable at that time.  The health serv1ces admlnlstrator
| ;

mlght ask how current resources should be utlllzed at different t1me
; f’ -!

' periods, to reach the d951red objectlve in such a way that minimal addl—

[] B
j i
‘tional resources are requlred In other wqrds, the problem is to choose
. P
; - ‘

':the utlllzatlon strategy that will minimize change in current resources

- : ! L

|
to reach the spec1f1ed goal ‘ : L
E ,;' i o
[}

1w

In“goal seeklng the input to the model is current utilization, de-

|! p ‘a 1

fined by Current fractlons of the populatlon in each state, desired -

utlllzatlon durlng the time designated, and‘the utlllzatlon parameters.

i
A_furtherglnput in the goal- seeklng model 1s the constra1nt that must
1 oy h ,
be m1n1mlzed by the alternatlve chosen. ‘ 3;'

| 1
,] . . |
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The output of the model would be the optimum utilization strategy,

‘at different time periods, that will reach the specified goal with mini-
s I . . . H .

[
mum change in current resources.

The dotted 11ne in Figure IV shows the calculated number of primary

and consultant medical care phy51c1ans requ1red at different time periods,~

in order to meet the goal presented in the goal seeking model.

! o

In Figure V, the dotted line shows the number of comnunity and |

teaching hospital beds requlred at different time periods, to meet the

i

_glven goaP.

OTHER APPLICATIONS

This Markovian medel can be expanded to include two new states,
birth and 'death, and different transitional probabilities matrices for

each age group -and thus, con51der the different utilization rates of
I|> ;
personal health services by different age. groups With this expansion,

the model takes into account: ‘first, changes in size and age structure

of the populatlon and second, the different’ utilizatlon experiences of

the different age groups 54

i

SUMMARY
v

This chapter presents some of the mathematical analyticalimodels
N i

used e1ther in operations research or systems analy51s that have been

" used in health services planning. Emphasis has been placed in detailing.

Markov models. A Markovian planning model is described as a tool for

predlcting requirements for resources, for calculating changes in those

|i
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. resources in simulated situations, and for estimating the optimum alterna-

tive for the constraint chosen to reach a specified goal. A practical

eiample'deSCribing the planning of personal health services for patients
!“ oo ’ ' : g I

with cardiovascular diseases illustrates the three applications of the
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APPENDIX 1

Estimating the Probability of Going from Health Services

i ' :State i to State j During the Fundamental Time Interval

P the transitional probability, denotes the probability that

iy

a person in state i at the beginning of the empirical time period will

j ‘ fy : !
go to state j during that period. The empiricalﬂtime period, Tij, is

the unit.of time over which the number of people,'nij (Tij); have moved from

state i to state j.

The transitional probability, Pii’ given for different empirical

1

time period, Tij’ are translated into daily trén;itional probabilities
i.e. the time period of one day is selected as the fundamental time.period
Because;tﬁis is the period of time during which it isvhighly unlikely

tﬁat a ﬂeison will be in mére thanﬂone stafe. Tﬁﬁ;, the duplicatioh in
calculating the number of ﬁerson; in each of the different states is
avoided. ;The fundamental time period is the timérperiod.chosen to

define thé transitional probability matrix;_inpd% 6f the model.: In&this
matrix,'the sum of all elements in the same row édd up to one.

The aaily transitional probabilities are obtained from
P - T

5i i
; !

"

Pii (Ty3) L
> 1, 147

[21 ”, qij = .
‘ ij
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where, '

’ qij is the probability of - ‘going from state i
to state j during a fundamental tlme
interval of one day

!

,'Pij(Tij) is the probablllty of going from state i
to state J during the emp1r1ca1 time '
period T ij> and,

" T, - is the empirical timélperiod in days.

1j
1 Il
¢}

The da11y tran51t10na1 probablllty matrlx, Q, is deflned by

3\

Jq11 %12 - - - 911

P Q‘ fdg 95 Coe 91 ';

e o,

| 911 92 - - - 911

,
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(MD = physicians) and facilities (BEDS) requirements are calculated
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APPENDIX 2

Calculating Resources Requirements

[
g
i

o : . :
Knowing the health services-state fractionms P;(t), the manpower

from formulas [3] and [4].

bei prevalence.

incidence,

i

1

RMD (t)

P (t)

; N(t)

Yi

P; (t).N(t)
—
1

1

i

P; (1) .N(t)

XY; X 365

per day multiplied by the average length of stay.

is the number of physicians for state i
(as a function of time t), :

is the fraction in state i at time t,

is the size of population base, at time
t, and determined by the rate of popula-
t10n growth

is the' average length of stay in health
services state i and is equal to the
fraction qll/(l a3 ) (qij, daily proba-
bility of remalnlng in state i),

is the number of visits per entry at

state 1i. ) L _ i

is the number of entries to state i per
day. :

"It may help to clarify this formula if P;(t).N(t) is considered to

Prevalence is then, equal to number of entries, i.e.

I
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i o ‘
S P, (t).N(t) -

Altogether the numerator . . X 7y, X 365 is the number of
1 2 . i

- - . Li L . !
visits required for state i per year. Qi, the denominator, is the average

physician load factor or the number of visits at state i per physician
per year:

Similarly, the requirements for beds is calculated with formula [4].

y
‘ - P;(t).N(t)
41 - ' Rpeps(t) = : :
| L
where,
| g ' ~ F; is the occupancy desired at state i.
b
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'~quadratic program.* The problem solved is:
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APPENDIX 3

Calculating Pi(t): Fractions of the Total Population

in Health Services State i, at Time Period t.

? Theipfedicted fractions of the population (or probabilities of being

r

in the states) ih~time period-t'is given by the expression [5].

] .
E
> >

t5],, | 3 S P(t) - P(0) Qt

where,

.l]
P(t) is the vector representlnc the fractions of
the population in the different states, at

time t days
i : g :

P(0) is the Vector representlng the 1n1t1a1 frac-
tions of the populatlon in the different
states.

Q is the daily transitional probability matrix

; and .
t is the time 1in days from the initial period

to the end of the t time period.
Thus,ggiven P; (0) and Pij’ one may predict P1 (t) using the Markov1an»
assumptions. o _ “UILEN 1

‘F | - B
In Simulation, the same mathematical model is used.

13 0y

In Goal-Seeking, the problem solved is to minimize 'the amount of

i

éhange”’supject to reaching the desired goal. This minimizing-change is

embodied: in the selection of the objective functién in a mathematical

[
i

! 1] i

*The quadratic program used in Goal Seeking has been programmed for the
computer by Judith Liebman under PHS Grant HM (00279)
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[6] .- " minimize ) ) WlJ( - P; 5)
,_ {Pl }
: t i subject to P(®) = P(w)f'Q1

The objective function is the'weighted'Euciiaian distance between

the solution "referral rates" P}j and the current referral rates,P1J The

problem then is to minimize the change of referral pattern necessary to
# ‘)

effect a de51red steady state vector P(w5 of fractlons of the population

in the various health services statesss.

The terms "constraint" and "limitation' have been used in the,text

in some instances in place of '"objective functlonﬂ, for purposes of
i i o -

comprehensibility to ‘the non-mathematical readerv.vj It is hoped that this

flexibility of notation will not cause any confusion.

et gy Y
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simulate the effect of changing the patterns of referral among

two or more states. The method to calculate’ the fractions of

the population at different time perlods in the same as that used

in predlctlon (Appendix 3).
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TABLE 1

TRANSITIONAL PROBABILITIES

EACH TRANSITIONAL PROBABILITY REPRESENTS A

FLOW BETWEEN TWO DIFFERENT HEALTH SERVICES STATES

STATE OF MEDICAL AND HOSPITAL CARE

51 52

j STATE POPULATION PRIMARY CONSULTANT  COMMUNITY TEACHING.
A NOT MEDICAL  MEDICAL HOSPITAL = HOSPITAL
UTILIZING  CARE - CARE CARE CARE
MEDICAL OR |
i STATE HOSPITAL
CARE
STATE OF MEDICAL
AND HOSPITAL CARE 1 2 3 4 5
POPULATION NOT -
UTILIZING MEDICAL P P P P P
OR HOSPITAL CARE . 12 LY = 15
PRIMARY MEDICAL | ? .
CARE , Po1 P22 Paa Fou Pos
CONSULTANT MEDICAL | |
CARE Pa1 3o Pas Pay - Fas
COMMUNITY HOSPITAL ’
CARE. = Pyy Pz Pug Puy Fys
. |TEACHING HOSPITAL -
|care P P Pes Pe., P
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TABLE 2

INPUTS IN THE PREDICTION MODEL

EMPIRICAL ESTIMATES OF THE TRANSITIONAL PROBABILITIES

STATE OF MEDICAL AND HOSPITAL CARE
j STATE  |POPULATION ~ PRIMARY CONSULTANT COMMUNITY  TEACHING i
, NOT MEDICAL  MEDICAL HOSPITAL HOSPITAL ‘
UTILIZING CARE CARE CARE CARE
: MEDICAL OR |
i STATE HOSPITAL |
. CARE
STATE OF MEDICAL 1 2 3 m 5
AND HOSPITAL CARE |
POPULATION NOT _ | " |
UTILIZING MEDICAL .923 .035 . ,004 0 0
OR HOSPITAL CARE Prasean
L 14
PRIMARY MEDICAL .324 - .552 ©  .076 .ol .008 Ver
CARE b :
CONSULTANT MEDICAL .528 . 242 .182 .008 .032 |
CARE : ' _ ' o
COMMUNITY HOSPITAL .073 . .054  ,054 .800 .016
- |CARE ‘
TEACHING HOSPITAL .115 .077 . .098 .ouy .662
CARE : ;
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i R TABLE . 3

INPUTS IN THE PREDICTION MOD-EL

- INITTAL FRACTIONS Pi(O), AT'STATB’i, FOR CARDIOVASCULAR DISEASES.

i

B ¢ - - |POPULATION PRIMARY CONSULTANT COMMUNITY TEACHING.
STATE OF ~{NOoT MEDICAL MEDICAL  HOSPITAL  HOSPITAL
MEDICAL AND UTILIZING CARE = CARE 'CARE CARE
|HOSPITAL - MEDICAL OR
CARE (i) - |HOSPITAL
; CARE - :
# i .
1 2 3 Y 5
P, (0) i 9621 .0273 .0037. .0043 .0008

Ly
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UTILIZATION STRATEGIES

PRIMARY  CONSULTANT - TEACHING
'MEDICAL MEDICAL . HOSPITAL o
~ CARE ~ CARE - | CARE .

i
| :
LINPUT >
|

| o
;
af .
A

B.

= B TP -GN RN T S U N S

T m

~ OUTPUT
8 ” - (RECOVERED
PRIMARY  COMMUNITY TEACHING |

MEDICAL HOSPITAL HOSPITAL

'CARE CARE ~ CARE |

, | Y = ouTPUT
» | - A | - (DEAD)

-2 visits per entry to Primary Medical Care

3 visits per entry to Consultant Medical Care
3 days per entry to Teqching'-Hospi?ol Care

4 visits per entry to Primary 'Medical Care
4 days per eniry to Community Hospital Care!
4 days per entry to Teqching Hospital Care
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